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Abstract. The French Atomic Energy Commission and Alternafirergies (CEA) has developed for years the CIVA
software dedicated to simulation of NDE technigeesh as Radiographic Testing (RT). RT modellingdhieved in
CIVA using combination of a determinist approaclsdzhon ray tracing for transmission beam simulasiod a Monte
Carlo model for the scattered beam computationthEumore, CIVA includes various detectors modeaisparticular
common x-ray films and a photostimulable phospHates. This communication presents the resultsirddawith the
configurations proposed in the World FederationNIDEC 2014 RT modelling benchmark with the RT models
implemented in the CIVA software.

INTRODUCTION

In the RT WFNDEC benchmarks of previous yearsviil@ation was performed through a code inter-camspa,
without comparing experimental data. Since the adetemodeling was excluded, the validation onlyktdoto
account the photons at the detector entrance. ydas a benchmark for RT code validation by comparigith
experimental data has been proposed. This benchménk part of the WFNDEC 2014 benchmark. Twaeesypf
detectors are considered, namely X-ray films aragienplates. The benchmark concerns:

2 gamma-ray sources: Se75 and 1r192

4 detectors:
* 2 films, high and low sensitivity (KODAK M100nal KODAK AA400 respectively)

* 2 image plates, fine and coarse grains (KODAR &d KODAK GP respectively)
The experiments have been done at CEA and theiexgaal data are available on the WFNDEC websiteAfter
a brief description of the experimental set-up egort the results obtained with CIVA.
BENCHMARK DESCRIPTION

The benchmark is based on a ferritic steel stepye@¥2 mm long by 100 mm large composed of 7 g8, 8,
10, 12, 15 and 18 mm). The first six steps are #Dlong while the thickest step is 32 mm long (sgel)
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FIGURE 1. Step wedge description



The step wedge material composition is describaberfollowing table.

TABLE 1. Chemical composition of the step wedge

Specific
Component percentage
Iron 97.038
Chromium 0.18
carbon 0.16
silicon 0.015
manganese 1.3
phosphorus 0.01
sulfur 0.007
Nickel 0.74
Molybdenum 0.48
Coppe 0.0€

The experimental set up is shown RigThe source-cassette distance is 1000 mm. Thevgtege is placed in

contact with the cassette. The lead stopping sdeeplaced under the cassette. The source is adjugth a plumb
line in the center of the step wedge.
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FIGURE 2. Benchmark setup

Ir192 and Se75 gamma sources used are cylindeeghajth a diameter of 3 mm and a length of 3 mme Th
cassette composition is:

*  Front filter 0.5 mm Pb (10 cm x 40 cm)
* Reinforced screen 0.2 mm Pb (10 cm x 40 cm)
e M100 or AA400 X-ray film (10 cm x 40 cm), HR or Gipage plate (10 cm x 48 cm),

The stopping lead screen is 3 mm thick.



X-ray films or image plates are placed in contaithwhe reinforced screen. The image plates KODAR &hd GP
are read by a DURR NDT CR35 HR device, with a p€b0 um for HR and 100 um for GP. The X-ray films
KODAK M100 and AA400 are developed manually at 20athd scanned with an AGFA FS50B device with ahpitc
of 50 um. The following table presents a synthekthe experimental parameters.

TABLE 2. Synthesis of the experimental parameters

Activity in Exposure
Detector type Source Ci time Pixel size
Kodak HF Ir192 19.32 1H5C 50 pn
Kodak GF Ir192 19.1¢ 24 mir 100 pun
Kodak HF Se7! 28.€ 3H 50 pn
Kodak GP Se75 28.77 38 min 100 pm
Kodak M100 Ir192 17.26 1H56 50 um
Kodak M10( Se7! 24.¢ 4H4E 50 pn
Kodak AA40( Ir192 16.7¢ 27 mir 50 pn
Kodak AA40( Se7! 26.3¢ 59 mir 50 pn

In CIVA [2], radiographic film modelling is basedhdhe European standard EN 584 [3] and describgd]in
For the film characterization, an optical densb) ¢ersus dose (k) curve is plotted for the entinege of optical
densities between 1 and 4.5 (see fig. 3). Baseth@®N584-1 standard three characteristic valug&SRsand G4
are extracted from these measurements and onle ttlese values are generally published in manufectu
certificates (X-ray tube 220 kV).
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FIGURE 3. Optical density versus dose curve
D(k) can be approximated with a second order moslielg k and G2 values:

D(k)=Do+k£k+ck2 a)

S

Where

o= G2loge-2
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D, denotes the measured optical density of an unexiisn and includes fog and base density.
The granularity noise is approximated with a Garsslistribution based on the granularity valag) @vailable in

manufacturers’ certificates,
N [*10000 [D 9
0- D O-D 4A 2

Where A is the pixel surface in umz2.

Image plates modelling is based the Monte-Carlo code Penelope [5], which simulaibesresponse of an
imaging plate in terms of deposited energy for\@giincident radiation beam. In this model, a d¢erta
number of assumptions are necessary to model tagirg plate stack with the substrate material, the
active phosphor layer and the protective layerhbat terms of thickness and in terms of material
composition, as shown schematically in fig.
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FIGURE 4. Penelope setup modeling [6]

The actual detector response corresponds to thrgyedeposited in the phosphorus layer. An hypothesia
linear relationship between the deposited energlytha gray level is made which in fact is an appration. By
scanning the entire energy range, it is possibtebtain the spectral response (or quantum effigieatthe imaging
plate. While it is not computationally feasible tise a code like Penelope to calculate an entirgeaphic
inspection, it is possible to use the spectraloasp to determine equivalent absorption coeffisiewhich can then
be used in an engineering model to take into addbwspectral detector response [6] (se&)ig
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FIGURE 5. Image plate modelling setup in CIVA




CIVA RESULTS

For this benchmark, we have performed a qualitatimeé quantitative comparison with real data. Fa th
qualitative comparison, we extract a linear intgnprofile along the axis of the step wedge frorperimental and
simulated images. The line profile thickness igxelp(see fig.6) and the size of the simulated image is the sane a
the size of the real detector.

CIVA L R
Exp. e

FIGURE 6. Example of experimental and simulated images linthprofile extraction. For better clarity, wesglay a crop of
both images along the considered profile.

For each acquisition configuration (source — detgcthe optical density profile extracted from gimulated image
is superimposed on the profile of the corresponéixgerimental image (see fig).
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FIGURE 7. Example of intensity line profile comparison betm CIVA and experimental data for an Ir192 gamoawace and
AA400 X-ray film.

Fig. 8 presents all the line profiles comparisotaoted with AA400 and M100 X-ray film.



Comparison CIVA vs Experience Ir192 AA400 film Comparison CIVA vs Experience Ir192 M100 film
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FIGURE 8 Intensity line profiles comparison between CIVA angerimental data for an Ir192 and Se75 gammasaurd
AA400 and M100 X-ray film.

Fig. 9 presents all the line profile comparisonaoted with GP and HR image plate.
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FIGURE 9 Intensity line profile comparison between CIVA agxperimental data for an Ir192 and Se75 gamma s@md GP
and HR image plate.

For the quantitative comparison, we have compubedniean value and standard deviation in a 50 pbgISO
pixels region of interest taken in the middle otleatep. The following tables present the resuftghesis: u
represents the mean valuerepresents the standard deviation, MSE represiemtsiean square deviation on the
mean and MS& represents the mean square deviation on the sthddsiation.



TABLE 3. Synthesis of the comparison between CIVA and expeni@al data with AA400 and M100 X-ray film with ari92
gamma source

thi?lzigss exp civa MEE MSE ¢ exp civa MEE MSE ¢
mm U 20/ V] 20/l U 20/p V] 20/
18 245 29% 224 4.0% 86% 406% | 224 17% 212 22% 53% 27.9%
15 275 28% 258 3.7% 6.1% 28.3% | 258 18% 247 19% 4.6% 9.3%
12 303 26% 296 35% 21% 328% | 293 1.8% 287 19% 1.9% 5.9%
10 321 24% 323 33% 08% 384% | 316 1.6% 315 18% 0.4% 8.1%

338 21% 351 32% 3.8% 499% | 342 14% 344 17% 06% 20.0%
355 19% 378 31% 64% 604% | 363 12% 373 16% 28% 32.6%
4 370 16% 4.04 30% 92% 926% | 3.77 11% 402 16% 6.6% 43.0%
Ir192, AA400 53% 49.0% Ir192, M100 3.18% 21.0%

TABLE 4. Synthesis of the comparison between CIVA and expenia data with AA400 and M100 X-ray film with a®e
gamma source

thi?lzigss exp civa MEE MSE ¢ exp civa MEE MEE
mm U 20/ V] 20/ U 20/ U 20/

18 2.2 31% 20 41% 6.0% 31.4% 1.76 2.0% 1.79 25% 1.53% 20.4%

15 2.6 31% 24 39% 4.6% 26.3% 2.14 2.1% 2.18 22% 191% 7.0%

12 30 28% 29 35% 23% 243% | 262 20% 264 2.0% 0.92% 0.9%

10 32 24% 32 33% 05% 366% | 297 20% 300 1.9% 0.98% 4.4%

8 35 20% 36 31% 07% 545% | 336 16% 337 1.7% 0.36% 7.0%

38 15% 39 3.0% 31% 1044%| 371 12% 376 16% 1.24% 39.2%

4.0 11% 43 29% 7.0% 163.4% | 4.01 0.9% 4.17 1.6% 4.17% 66.7%

Se75, AA400 35% 63.0% Se75, M100 1.6% 20.8%

Fig. 8 and tables 3 and 4 show a good agreementbatexperimental optical density and CIVA simalatfor
AA400 and M100 X-ray films with a respective mearoe MSEW of 5.3% and 3.2% for 1r192, 3.5% and 1%
Se75. Simulations with Se75 are more accurateperenental data than Ir192 simulations. This ig tluthe fact
that the X-ray film modelling is based on 220 kVra§ spectrum and Se75 gamma source has a loweriapec
than Ir192. However the noise simulated in CIVAmsdo be overestimated. The noise average oversstimis
49% for AA400 and 21% for M100. The origin of tliscrepancy has been identified in the code ancesponds
to a “bug” which will be corrected for CIVA next kson.



TABLE 5. Synthesis of the comparison between CIVA and expenmial data with GP and HR image plate with an Ird@&ma

source
Step . MSE  MSE . MSE  MSE
. exp civa exp civa
thickness H c V) c
mm U 20/ U 20/ U 20/ V] 20/p
18 24034 1.6% 22607 18% 5.9% 125%| 22808 1.9% 22195 2.0% 2.7% 3.2%
15 28578 14% 26908 1.6% 5.8% 14.2% | 27140 1.8% 26037 1.9% 4.1% 1.7%

12 32914 14% 31484 15% 43% 2.8% | 31200 1.6% 30391 1.7% 2.6% 3.5%
10 35732 1.3% 34805 14% 2.6% 2.2% | 34029 1.6% 33596 1.6% 1.3% 3.2%
38738 14% 38266 1.3% 12% 5.4% | 37413 15% 36921 16% 1.3% 2.8%
41587 14% 41842 12% 0.6% 8.1% | 40392 15% 40301 15% 02% 3.3%
4 44726 14% 45664 12% 2.1% 13.3% | 43269 15% 43750 14% 11% 3.3%
Ir192, GP 3.2% 8.4% Ir192, HR 19% 3.0%

TABLE 6. Synthesis of the comparison between CIVA and expentiad data with GP and HR image plate with a Se75

gamma
Step " MSE  MSE . MSE MSE
thickness exp civa u o exp civa u o
mm H 26/ H 26/u M 26/u M 26/u
18 14663 1.7% 14782 2.0% 0.8% 13.3% | 19671 2.0% 19338 21% 1.7% 2.2%
15 18499 16% 18584 1.7% 05% 6.5% | 24535 18% 24232 1.9% 12% 3.1%
12 22751 15% 22970 15% 1.0% 0.2% | 30234 1.7% 30098 1.7% 0.4% 3.4%
10 26156 1.4% 26442 14% 11% 1.1% | 34874 1.7% 34716 16% 05% 6.4%
30069 1.3% 30449 13% 13% 4.2% | 40169 1.6% 39952 14% 0.5% 8.5%
34487 1.3% 34969 1.1% 1.4% 16.3% | 45807 1.5% 45959 13% 0.3% 14.2%
4 39482 13% 40379 1.1% 23% 16.8%| 52835 1.3% 53015 12% 0.3% 7.7%
Se75, GP 12% 8.3% Se75, HR 0.7% 6.5%

Fig. 9 and tables 5 and 6 show a very good agreetnetween experimental optical density and CIVA
simulation for GP and HR image plate with a respetit mean MSEN of 3.2% and 3.0% for 1r192 and 1.29d
0.7% for Se75. Noise simulated in CIVA is slightlyerestimated. The noise average overestimati@&i3f for
GP and 4.8% for HR. These errors are compatible @it model hypothesis.

CONCLUSION

In this work we presented results from the Worldidration of NDEC 2014 RT modelling benchmark witle t
RT models implemented in the CIVA software. Thesmlels concern X-ray films and image plates. Afteshart
presentation of the benchmark and CIVA modellingrepch, we described a comparison between simolatial
experimental data. For X-ray films modelling, o@ngarisons demonstrated a good agreement in tefrimstioal
density but a noise overestimation. This problera been identified and it will be corrected in thextnCIVA
version. The comparison for image plates showeeérg good agreement in terms of grey level and ndibes
benchmark could be enriched with an unsharpnesspaason. Further characterizations for other IRfsor
combinations will be added and further validatiassg other sources and wall thicknesses are ptanne
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